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1 Introduction

Since its foundation in 2006, Twitter has rapidly become one of the Internets biggest

social networking services, with more than 100 million users who in 2012 posted 340

million tweets per day 1 With its simple format that allows the users to send and

read basic, 140-character long messages, Twitter has become an important asset

in the way people communicate and share their opinions in the 21st century, thus

making Twitter an invaluable tool for analyzing public opinions on current debates,

products or even social studies. For example, a business is able to analyze tweets

mentioning certain products of theirs, deciding whether the public opinion is favor-

able or more critical towards this product. This process is called sentiment analysis

or opinion mining, an approach that uses natural language processing, text analysis

and other techniques from the field of computational linguistics in order to iden-

tify and extract this sort of information from the source material. One basic task

in sentiment analysis is classifying the polarity of a text (e.g. a tweet). This can

be done either at the document, sentence, or feature level and basically returns a

decision whether this document, sentence or feature is positive, negative or neutral.

There also exist more advanced techniques which go beyond polarity classification,

for example deciding between different emotional states such as “happy”, “sad” or

“aggressive”. Generally, one can distinguish between four separate, main categories

of techniques that can be used to perform sentiment analysis: keyword spotting,

lexical affinity, statistical methods, and concept-level techniques. Keyword spotting

refers to a technique that relies on classifying text by spotting certain unambigu-

ous affect words (e.g. happy, sad, afraid). Lexical affinity is a continuation of this

approach, including arbitrary words which have been assigned an affinity value to-

wards particular emotions or towards a polarity. Statistical methods make use of

large data sets in order to perform statistical analyses by using a number of different

machine learning algorithms. Finally, concept-level techniques make use of elements

from the field of knowledge representation (e.g. ontologies, semantic networks) and

are able to detect semantics in the text by analyzing concepts which are more subtle,

by linking these to to other concepts which may relay relevant information.

1https://blog.twitter.com/2012/twitter-turns-six
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Chapter 1. Introduction

The motivation of this paper is to create and compare different methods of perform-

ing sentiment analysis for German language tweets. One of the main problems of

using statistical methods is the limited data that is available. In order to train a

(supervised) machine learning classifier, a relatively large set of annotated data has

to be at hand. Since there is no large enough corpora for German tweets available

today, one of the goals of this paper is to automatically create/retrieve data which

can then be used in order to train a number of classifiers. Furthermore, the results of

these methods shall be compared to a lexicon-based approach, using a polarity lex-

icon and polarity values of individual words in order to classify tweets, as well as to

an improved version of this system, including additional features, such as hashtags

and emoticons, in order to improve the classification task.

The structure of this paper is as follows: chapter 2 will cover the theoretical concepts

that are relevant to the topic as well as explain the research questions. In chapter

3, the acquisition process for the data will be explained as well as the methods and

techniques used for the different approaches for analyzing the tweets. This includes

a closer look at the python scripts that were created for these tasks. Chapter 4 will

present the results of the analyses and chapter 5 will entail a close analysis of the

results and a discussion thereof. Finally, chapter 6 will highlight the conclusions

to be drawn from the results as well as entail a short outlook on further tasks and

questions to be answered in the future.
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2 Theoretical Background

According to the Handbook of Natural Language Processing, textual information

can be categorized into two main types: facts and opinions Indurkhya and Dam-

erau [2010, 7]. Whereas facts represent objective expressions about entities, events

and their properties, opinions are subjective expressions, describing sentiments or

feelings towards entities or events. Naturally, the concept of opinions is very broad,

encompassing a variety of complex ways in which they can be expressed. In order

to simplify things, the focus here lies on expressions that convey either positive or

negative sentiments. The World Wide Web has led to an ever increasing amount

of information that is available to the public and it has dramatically changed the

way people express their views and opinions [Indurkhya and Damerau, 2010, 7].

A very large number of social media, for example news, forums, blogs or product

reviews, contain sentiment-based sentences. The texts in these domains are in a

large part created by the users themselves and analyzing these texts has become an

important task in NLP in general and especially for sentiment analysis, also known

as opinion mining, which is the automatic detection of opinions, or sentiments in

these texts. One of the biggest sources of this sort of information is Twitter, which

was introduced in 2006 and has quickly become the focus of a fairly large number of

researchers, mainly due to the sheer amount of information that is available. In the

following sections I will explain the theoretical concepts and approaches regarding

sentiment analysis, as well as present a (limited) survey of current research in the

field.

2.1 Sentiment Analysis

Sentiment analysis, sometimes also referred to as opinion mining, sentiment detec-

tion or sentiment extraction, is a technique using NLP methods in order to analyze

texts concerning people’s opinions, evaluations, appraisals and emotions towards

certain entities, such as products, services, organizations, individuals, issues, events,

topics and their properties. According to Liu, the term sentiment analysis first ap-

peared in Nasukawa and Yi, 2003 [Liu, 2012, 7]. Although Research in the field had
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Chapter 2. Theoretical Background

already appeared earlier (e.g. Das and Chen [2001], ?). Before the year 2000, little

research had been done concerning sentiment and opinion analysis, but in recent

years the area has become very active, mainly due to the wide range of applications

it provides, as well as the challenging nature of the problems it imposes, which are

well worth studying.

The applications of sentiment analysis are extremely wide, ranging from “consumer

products, services, healthcare and financial services to social events and political

elections” [Liu, 2012, 8]. Many big corporations today have built their own in-house

capabilities, e.g. Microsoft, Google, HewlettPackard [Liu, 2012, 8]. Furthermore,

sentiment analysis has been used to predict sales performance (Liu et al. [2007]),

reviews were used to rank products and merchants (McGlohon et al. [2010]), Twitter

sentiment was linked with public opinion in (O’Connor et al. [2010]) and to predict

election results (Tumasjan et al. [2010]). In Asur and Huberman [2010], Twitter

data, movie reviews and blogs were used in order to predict box-office revenues for

movies. In Bollen et al. [2011], Twitter moods were used to predict the stock market

and in Zhang and Skiena [2010], blog and news sources were analyzed in order to

study trading strategies using sentiment analysis.

Sentiment analysis can be categorized into three main granularities, referring to the

level at which the task is focused. These three levels are: Document level, Sentence

level and Entity and Aspect level. At the document level, the task is to classify whole

documents according to their sentiment polarity (negative, positive). An example

would be to classify product reviews in regard to the expressed opinion towards

the specific product. One problem with this granularity is the assumption that each

document only discusses one entity, or expresses an opinion towards one single entity

(e.g. a single product). Thus, if a document discusses or compares multiple entities,

it is not applicable. At the sentence level, the task is defined as classifying individual

sentences, deciding whether they express positive, negative or neutral opinions. As

Liu [2012] states , this task is closely related to subjectivity classification, which

is a method to distinguish between sentences which express “factual information

from sentences that express subjective information” [Liu, 2012, 11]. Finally, the

entity and aspect level is focused on performing a finer-grained analysis, in order to

detect “what exactly people liked or did not like” [Liu, 2012, 11]. Here, the focus

does not lie on documents, paragraphs, sentences or clauses, but instead directly

on opinion. The assumption is that opinions consist of a sentiment (positive or

negative) and a target. The entity and aspect level of sentiment analysis is clearly

the most challenging one, even though both document and sentence level sentiment

analysis pose to be difficult tasks in their own right.
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Chapter 2. Theoretical Background

Sentiment analysis approaches can be further classified into two main categories:

machine-learning based approaches and lexicon bases approaches.

Concerning machine-learning based approaches, a further distinction is made be-

tween supervised and unsupervised methods. Supervised learning requires training

data in order to be trained to classify new instances into predefined classes. In con-

trast, unsupervised learning is the task of finding a hidden structure in unlabeled

data. Since the data is unlabeled, there is no error or reward signal to evaluate

a potential solution. Machine learning algorithms require so-called features, e.g.

n-grams, part-of-speech tags or patterns in order to be able to classify instances.

Lexicon based approaches rely on sentiment words, also called opinion words. These

are words that are used to express positive or negative sentiments, e.g. good, won-

derful, bad, or poor. These words are compiled into a lexicon, called sentiment

lexicon or opinion lexicon, which can then be accessed by the sentiment analysis

algorithm and are used to aggregate a score, assigning either a positive, negative

or neutral value to a phrase, sentence or document. Lexicons can also consist of

phrases and idioms apart from words. As Liu states, these lexicons alone are not

powerful enough to perform high-quality sentiment analysis [Liu, 2012, 12]. Some

of the problems with using lexicon-based approaches include:

• positive or negative sentiment words may have opposite orientations in differ-

ent application domain, e.g. “such” ususally indicates negative sentiment, but

it can also imply positive sentiment (“This vacuum cleaner really sucks”)

• A sentence containing sentiment words may not express any sentiment

• Sarcastic sentences with or without sentiment words are hard to deal with

• Many sentences without sentiment words can also imply opinions

Liu [2012, 12-13]

The focus of this paper lies in document-level classification. Each tweet is considered

to be a document. Liu [2012] defines the main problem of document-level classifica-

tion as follows: “given an opinion document d (. . . ), determine the overall sentiment

s of the opinion holder”. The implicit assumption made here is that each document

expresses an opinion on a single entity and contains opinions from a single opinion

holder. Since tweets are of exceptionally short range (limited to 140 characters), one

can assume that the focus usually lies on a single point of interest and it is therefore

assumed that only one topic, or entity is discussed per tweet.
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Chapter 2. Theoretical Background

2.2 Twitter

Twitter is a platform on which users share short message, links images or videos

and can be defined as a microblog. Users may write short, 140-characters long

message which they can then share with their followers. Topic-wise, twitter encom-

passes everything from personal messages to large companies using the site as a way

to communicate with their customers. Similar to Facebook, Tumblr, Google+ or

FourSquare, Twitter relies on user-generated content. It was first introduced on July

16 2006 and since then has seen an enormous rate of growth. Today, Twitter has

become an invaluable source of information for many researchers in a large variety

of fields of sciencs. Twitter is currently the nineh most popular website in the world,

with an average of nearly eleven million hits per day 1. Figure 1 shows the growth

rate of twitter:

Figure 1: Twitter Growth Rate [Mart́ınez-Cámara et al., 2012, 4]

Tweets may also sometimes reference other users. This is done by preceding the

username with an @ (@username), this is called a mention. “Originally, Twitter

was created in order for users to write small messages about their daily lives, hence

the question ’What are you doing?’ [Mart́ınez-Cámara et al., 2012, 4]. Over time

however, Twitter has become much more diverse, representing a powerful tool for

spreading information quickly and globally. This has led to Twitter changing the

question to ’What’s happening?’ “in order to encourage users to comment on all that

is happening around them” [Mart́ınez-Cámara et al., 2012, 4]. Another development

towards this is the ability to retweet (RT). This allows users to retweet tweets they

1http://www.alexa.com/siteinfo/twitter.com
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Chapter 2. Theoretical Background

find worth spreading, making them visible to their own followers. Another impor-

tant feature of Twitter is the ability to label information, using hashtags. This is

expressed by preceding the name of a topic by the # character (e.g. #sentiment-

analyis). This then allows users to find other tweets mentioning the same hashtag

by clicking on it. The most popular topics or hashtags are aggregated by Twitter

under the branch trending topics (TT). Due to this enormous amount of informa-

tion, Twitter has quickly become the focus of attention of scientists working in NLP

and especially sentiment analysis. The applications of such tools, allowing the au-

tomatic extraction of opinions and emotions is of high interest to politics, religion,

economics, businesses and so on. For example, politicians may use such tools to

learn how they are perceived by the public, businesses learn about their customers

and how they feel about their products. Tweets have become a recognizable type

of text and can be defined by the following characteristics [Mart́ınez-Cámara et al.,

2012, 7]:

• The linguistic style of tweets is usually informal, using lots of abbreviations,

idioms. The usage of jargon is very common

• Users do not care about the correct use of grammar, which increases the dif-

ficulty of carrying out a linguistic analysis

• Because the maximum length of a tweet is 140 characters, ther users usually

refer to the same concept with a large variety of short and irregular forms.

This problem is known as data sparsity and is a challenge for sentiment-topic

task

• The lack of context is a very difficult problem that the sentiment analysis

systems have to deal with

Polarity classification (i.e. deciding wheter a tweet expresses a positive or negative

sentiment) has become the center of a number of research projects in the last few

years. One of the first studies in this area (Go, Bhayani and Huang, 2009) attempted

to classify tweets by using supervised machine learning. Due to the difficulty of man-

ually creating a training set (i.e manually annotating labels to individual tweets),

they used emoticons that usually appear in tweets in order to differentiate between

positive and negative tweets. Read later demonstrated the validity of this approach.

The algorithms they used to classify the tweets were support vector machine, naive

bayes and maximum entropy. The results were generally positive, drawing some

interesting conclusions such as “that the use of part-of-speech tags does not provide

valuable information for the classification task for tweets, that the use of unigrams

to represent tweets provides very good results and that the results obtained with

7



Chapter 2. Theoretical Background

unigrams can be slightly improved by the combination of unigrams and bigrams”

[Mart́ınez-Cámara et al., 2012, 8]. Pak and Paroubek [2010] later used a similar

approach by generating a corpus of positive tweets with positive emoticons and neg-

ative with negative emoticons. They also conducted a frequency analysis of the

different syntactic categories in their corpus over the individual classes. They then

used support vector machine, näıve bayes and conditional random fields classifiers

to classify the polarity of the tweets. Their conclusion was that the best algorithm

to use was näıve bayes, in combination with using n-grams. Another interesting

study was done by Zhang et al. in which they propose a hybrid method, combining

a lexicon based approach with machine learning. Wheras lexicon based systems

have the problem of low recall values, since they rely on the presence of opinion-

ated words in the tweets, machine learning based approaches require large, labeled

data sets, which are not easy to acquire or to generate. “To overcome these prob-

lems, the authors propose a hybrid system for the analysis of sentence-level opinions

on Twitter” [Mart́ınez-Cámara et al., 2012, 10]. They used such techniques as re-

moving retweets, translation of abbreviations into original terms and deleting links,

tokenization and morphosyntactic labelling. In order to solve the problem of low re-

call, they “attempted to identify a greater number of words indicative of subjective

content” [Mart́ınez-Cámara et al., 2012, 10]. To do this, they applied the X2 test,

the basic idea being that “if a term is more likely to appear in a positive or negative

judgment, it is more likely to be a subjective content identifier” [Mart́ınez-Cámara

et al., 2012, 10]. Using this method, they were able to increase the number of labeled

tweets. They then applied the support vector machine classification algorithm to

classify new tweets.

2.3 Machine Learning

Machine learning is a technique that is used in wide range of fields of research. Gen-

erally speaking, it is a subfield of computer science closely related to computational

statistics, pattern recognition and artificial intelligence. The basic idea is to train

an algorithm in such a way that it becomes able to solve a given problem without

having to be explicitly programmed. The applications of machine learning range

from spam filtering, OCR (optical character recognition), self-driving cars, search

engines, speech recognition to classifying DNA sequences. In the past decade or

so, it has become immensely popular, partly due to the advancement in processing

power of modern computers, making it possible to process larger numbers of data.

A basic machine learning system adheres to following structure shown in Figure 2

8



Chapter 2. Theoretical Background

Figure 2: Supervised Classification Bird et al. [2009]

As already mentioned, machine learning can be classified into a number of distinct

categories, the two main ones being supervised learning and unsupervised learning.

Whereas in supervised learning, the algorithm is presented with training data (or

example input according to the problem to be solved) as well as their desired output,

in unsupervised learning no labels are given to the algorithm. One further distinction

can be made between those two categories, so-called semi-supervised learning, where

the algorithm receives an incomplete set of training data, with some of the targeted

output missing.

Another way to classify machine learning tasks is according to the sort of problem

one wants to solve. Here, one can distinguish between the following cases:

• Classification: categorize the input into two or more classes, e.g. spam filter

• Regression: outputs are continuous rather than discrete

• Clustering: similar to classification, but the categories/groups are not known

beforehand

• Density estimation: finding the distribution of inputs in some space

• Dimensionality reduction: simplifying input by mapping it into a lower- di-

mensional space

Bishop [2010, 32]

Today, there exist a large number of algorithms and methods one can use in order

to perform machine learning. These include for example decision tree learning,

artificial neural networks, support vector machines, clustering, Bayesian networks

or hidden Markov models. For the purposes of this paper, two different machine

9



Chapter 2. Theoretical Background

learning algorithms shall be presented in closer detail, although to explain them

fully would be too extensive, since they are fairly complicated in nature. These two

models are Naive Bayes and Maximum Entropy. As mentioned, Twitter has become

one of the primary areas of research in the field of sentiment analysis, an overview

over existing work concerning sentiment analysis on Twitter can be found in figures

3, 4 and 5.

Figure 3: Overview of Research [Mart́ınez-Cámara et al., 2012, 21]

Figure 4: Overview of Research [Mart́ınez-Cámara et al., 2012, 22]

10



Chapter 2. Theoretical Background

Figure 5: Overview of Research [Mart́ınez-Cámara et al., 2012, 23]

2.3.1 Naive Bayes

Naive Bayes classifiers are a group of classifiers which are based on Bayes’ theorem,

operating under the strong (naive) independence assumption between features. It

is one of the more simple techniques used in machine learning. They are used to

assign class labels to problem instances and utilize feature values represented as

vectors. The core principle of these classifiers is the assumption that the value of

a feature in independent of the value of any other feature. In other words, each

feature contributes independently to the probability of the class decision, that is,

correlations between the features are disregarded.Figure 6 shows the procedure the

algorithm uses to choose the label for a document.

As Bird et al. [2009] state: “In the training corpus, most documents are automotive,

so the classifier starts out at a point closer to the ”automotive” label. But it then

considers the effect of each feature.” In this example, the classifier tries to decide

between the three categories ’sports documents’, ’murder mysteries’ and ’automo-

tive’. The input document contains ’dark’, which is a (weak) indicator for murder

mysteries, but also the word ’football’, which is a stronger indicator for sports docu-

ments. Finally, after all the features have been applied, the classifier assigns a label

to the input.

The näıve Bayes classifier is commonly used in text categorization (deciding whether

11



Chapter 2. Theoretical Background

Figure 6: Bayes Classifier Bird et al. [2009]

a given document belongs to a certain category or the other), using word frequencies

as the features. According to Rennie et al. [2003], “it is competitive in this domain

with more advanced methods including support vector machines.”

2.3.2 Maximum Entropy

Maximum entropy classifiers utilize a classification method called multinomial lo-

gistic regression, which generalizes logistic regression (a statistical model used to

predict a binary response) to multiclass problems. It is commonly used in NLP,

especially in information retrieval and speech retrieval problems. It is based on the

principle of maximum entropy, which means that it selects the model, created from

the training data which has the largest entropy. “Labeled training data is used to

derive a set of constraints for the model that characterize the class-specific expec-

tations for the distribution” [Nigam et al., 1999, 1]. In contrast to the näıve Bayes

classifier, the maximum entropy classifier does not assume the independence of the

features towards each other. This is the main advantage of the maximum entropy

classifier over naive Bayes, since sometimes, features may correlate with each other

and incorporating these potential relationships would help improve the efficiency of

the classifier. For example, using sentence length as a feature for classifying some

sort of text amongst other features, such as for example syntactic complexity of

sentences. Since syntactic complexity has a correlation with sentence length, the

maximum entropy classifier would perform better, due to its ability to include this

information in the model building process, whereas näıve Bayes classifiers would

12



Chapter 2. Theoretical Background

assume these features to be independent of each other.

2.4 Research Questions

The main goal of this paper is to present a comparison of different methods for

sentiment analysis of German tweets. In order to do so, a relatively large amount

of data had to be acquired. Since there are not many German language resources

available for Twitter, a corpus of tweets had to be created which could be used as

training data for the two different classifiers that were used in order to classify tweets

concerning their polarity. The main question here is whether it is possible to attain

acceptable results doing sentiment analysis for German tweets by using training data

that is automatically acquired, based on emoticons pertaining to either positive

or negative emotions, an approach similar to Pak and Paroubek [2010]. Another

question that shall be answered is how well does a lexicon based approach perform

in comparison to machine learning based approaches. Furthermore, the possibility of

combining a lexicon based approach with machine learning approaches and possible

improvements thereby are explored.

13



3 Data and Methods

In order to build a sentiment analysis system, one either needs a lexicon consisting

of sentiment words or opinion words, or a large set of labeled date which can be

used to train the classifiers. In the following sections, both the lexicon that was

used in this paper as well as the acquisition process of the data will be explained in

detail. Furthermore, the individual systems that were created in order to perform

sentiment analysis will be presented and explained. Finally, the evaluation process

will be illustrated.

3.1 Lexicon-based Approach

The lexicon that was used was provided by Clematide and Klenner. It consists of

about 8’000 words, labeled according to their polarity and polarity strength val-

ues. The word classes are nouns, verbs and adjectives. In Clematide and Klenner

[2010], the authors automatically extended an existing lexicon by using synsets from

GermaNet (which is a WordNet-like lexical database). They “carried out experi-

ments to automatically learn new subjective adjectives together with their polarity

orientation and polarity strength, by applying a corpus-based approach that works

with pairs of coordinated adjectives extracted from a large German newspaper cor-

pus”[Clematide and Klenner, 2010, 1]. The structure of the lexicon is as follows:

Word {NEG,POS,NEU,SHI,INT}=PolarityStrength PoS

SHI for Shifters, INT for Intensifiers

INT <1, e.g. 0.5 is a reduction factor, >1, e.g. 2 is a gain factor

Thus, an entry looks like this:

beeindrucken POS=0.7 verben

Which means that the word ’beeindrucken’ has a positive value of 0.7, with values

ranging from 0 to 1. For the purposes of the system created for this paper, shifters

and intensifiers were neglected.

14



Chapter 3. Data and Methods

The lexicon was extended with a number of positive and negative emoticons, in

order to measure if this yields better results for the lexicon based approach. As

mentioned, emoticons seem to be good discriminators for deciding the positive or

negative polarity of a sentence and since tweets mostly consist of only one sentence,

this could potentially improve the lexicon based approach. In order to test the

classifier, a labeled set of tweets, provided by Narr et al. was used. These tweets

were human-annotated by three Mechanical Turk workers according to their polarity.

The tweets are aggregated in a .tsv file. The files lex.py and lex2.py contains the

methods handling the processing of the tweets and their classification. The basic

structure of the script is as as shown in Figure 7.

Figure 7: lex.py structure

After loading the tweets from tweets.txt, they are preprocessed. First of all, all

text is converted to lower case. Then, all URLs are converted to the string ’URL’.

@username is converted to the string AT USER. Additional white space are then

removed and hashtags are replaced with the string following the # symbol. In the

next step, the feature vector for each tweet is generated, that is the individual tokens

are stored in an array. At this point, stopwords are removed. The stopwords used

15



Chapter 3. Data and Methods

are provided by Marco Götze and Steffen Geyer1. Additionally, words containing

string sequences which contain letters that are repeated more than two times are

reduced to two letters. All punctuation is removed as well. Next, the score for the

tweet is calculated by the calculateScore() method. Basically, it checks for each word

if it appears in polex.txt (and polex emote respectively for lex2.py) and if it does,

it takes the polarity value noted there, thus aggregating the sum of these values. If

the final value of the whole tweet is greater than 0, the tweet is labeled as positive,

if the sum is smaller than 0 as negative and if the sum is exactly 0, it is labeled

neutral. Finally, the results of the classification is compared to the pre-labeled data

and the accuracy of the classifier is calculated..

3.2 Machine Learning Approaches

The following sections describe the methods used for constructing the machine learn-

ing based approached for the sentiment analysis task. First of all, the data acquisi-

tion process is described, followed by detailed descriptions of the individual machine

learning techniques that were used.

3.2.1 Data Acquistion

In order to train the classifiers, a relatively large amount of data had to be acquired,

i.e. a corpus of tweets, which are labeled according to their polarity is necessary to

train the näıve bayes, maximum entropy and support vector machine based classi-

fiers. Since there is no (large enough) freely available corpus of tweets available for

German language tweets, the decision was made to create a corpus using a similar

approach as Pak and Paroubek [2010], i.e using tweets that contain either positive

or negative emoticons. By accessing the Twitter api, crawling tweets is fairly simple

and a large number of them can be downloaded quickly. Using a simple search string

containing either positive (e.g. :), :D, =), ;), :]) or negative (e.g. :(, :(() emoticons

(the full list can be found in crawl.py and crawlneg.py). This yielded a total amount

of 62’685 tweets containing positive emoticons and 56’186 tweets containing nega-

tive emoticons. Of course, this method of acquiring positive and negative tweets

by looking for positive/negative emoticons will yield also a large number of tweets

that are either not positive, even though they contain positive emoticons or are not

negative when containing negative ones, as well as tweets that potentially contain

both positive and negative emoticons. Still, the assumption here is that most tweets

1http://solariz.de/649/deutsche-stopwords.htm
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containing emoticons can be classified according to them, since most tweets contain

no more than one sentence, and if this sentence contains either a positive or negative

emoticon, one can assume the polarity of the whole sentence to be in accordance

with that particular emoticon.

3.2.2 Naive Bayes Classifier

The Natural Language Toolkit (NLTK), a suite of libraries for python, that can be

used for a wide array of NLP tasks was used in order to implement the classifiers. The

NLTK is intended to “support research and teaching in NLP or closely related areas,

including empirical linguistics, cognitive science, artificial intelligence, information

retrieval and machine learning” [Bird et al., 2008, 2]. The NLTK also encompasses

a book, describing the underlying theories and methods that are implemented in the

python modules. The python script bayes.py contains the methods used for training

the classifier as well as for classifying the test set. The basic structure is as shown

in Figure 8

Figure 8: bayes.py structure

Due to the processing limitations of the system that was used to classifiy the tweets,

the amount of tweets had to be reduced. In order to measure the effect of the

amount of data that is used as input for the system, two classifier instances were

trained: one with an input of 10’000 positive and 10’000 negative tweets and one

classifier with an input of 15’000 positive and 15’000 negative tweets. Similar to the

lexicon based system, the tweets are first preprocessed, additionally, all emoticons

are removed. After the feature vector is generated, consisting of unigrams, the

17



Chapter 3. Data and Methods

training set is built, which is then passed on to the classifier in order to train the

model. The classifier is then saved so that it can be reused later to classify the

test set. The human annotated set of tweets (test tweets.txt) is then passed to the

classifier and finally, the accuracy is calculated. In addition, a hybrid system, using

both the naive Bayes classifier as well as the lexical approach was created. Here, the

results of the naive Bayes classifier (i.e. the output, either ’positive’ or ’negative’ is

added to the calculateScor() method from the lexicon based approach. In the case

of a positive output of the Bayes classification algorithm, a positive value of 0.5 is

added to the aggregated score, in the case of a negative output a value of -0.5 is

added.

3.2.3 Maximum Entropy Classifier

The method for training the Maximum Entropy Classifier is similar to the one used

for the Naive Bayes Classifier. The same feature vector is used, including all the

steps leading up to that point. The Maximum Entropy Classifier is then trained,

using the training set and utilizing the improved iterative scaling (IIS) algorithm,

a “hillclimbing algorithm for calculating the parameters of the classifier given a

set of constraints.”[Nigam et al., 1999, 2]. A complete description and derivation

of the IIS algorithm is presented by Pietra et al. [1997]. Due to the potentially

complex interactions between related features, Maximum Entropy classifiers “choose

the model parameters using iterative optimization techniques, which initialize the

model’s parameters ro random values, and then repeatedly refine those parameters

to bring them closer to the optimal solution” [Bird et al., 2009]. Since there is no

way of determining when this optimal solution is reached (i.e. after which amount

of iterations), one has to manually set the number of iterations. For the purposes of

this paper, an external classifiaction algorithm, MEGAM was chosen. MEGAM is an

implementation based on the Ocaml system, the main implementation of the Caml

language, which is a general-purpose programming language. The algorithms used

by MEGAM are much more efficient than the standard iterative scaling techniques

used by the NLTK . As Daumé [2004] writes: ”It has been recognized that the

typical iterative scaling methods used to train logistic regression classification models

(maximum entropy models) are quite slow.” MEGAM is freely available 2 online

and may be used for any research purposes. Still, due to processing restrictions

(optimization techniques may take a long time to learn, especially when the training

set and the number of features are high), the number of iterations was set to 5.

Therefore, the training data had to be reduced even more than for the Naive Bayes

2http://www.isi.edu/ hdaume/megam/
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classifier, since the amount of input tweets was to large for the system to handle. The

set was thus reduced to 10’000 positive and 10’000 negative tweets. After training

the classifier, it is saved and then given the test set. Finally the accuracy score

is calculated. Similar to the Bayes/Lexicon hybrid method, the maximum entropy

method was combined with the lexicon based approach as well. The output of the

maximum entropy classifier was included to the calculation of the score from the

lexicon based system, adding either 0-5 or -0.5 for a positive or negative output

respecitvely.
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4 Results and Analysis

The following chapter contains the results acquired through the various methods that

were tested for the sentiment classification task. First, all results will be presented,

followed by in-depth explanations of the individual systems.

4.1 Lexicon based Approach Results

The lexicon based approaches (lex.py and lex2.py) were both tested on the human

annotated test set (1688 individual tweets). In order to analyze the system in detail,

it was tested on all tweets, all tweets minus neutral tweets (this was done in order

to compare the results to the other approaches, which discriminate only between

positive and negative tweets), only positive tweets, only negative tweets and only

neutral tweets. Table 1 shows the results of the accuracy measurements, both of

lex.py and lex2.py.

test set lex.py lex2.py

All 0.6 0.63

All without neutral 0.22 0.4

Positive 0.23 0.5

Negative 0.2 0.24

Neutral 0.8 0.75

Table 1: Accuracy scores of lexicon based systems

As can be seen, the results of the baseline system (lex.py) were overall quite low.

Even though the value over all tweets (positive, negative and neutral) is relatively

high, with an accuracy score of 0.6, the value for the set of tweets without neutral

instances, as well as for only the positive and only the negative instances are very

low (0.22, 0.23 and 0.2). The main reason why the overall accuracy score is at 0.6,

is the relatively high score for neutral instances. This means that the system per-

forms relatively badly for discriminating between positive and negative tweets and
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therefore classifies most tweets into the neutral category, mainly due to the limited

range of the sentiment lexicon that was used, as well as the shortness of twitter

messages, which makes it difficult for the classifier, since there are only few words

that can contribute to the polarity score. The results for the system incorporating

emoticons into the lexicon are slightly improved over the baseline. (+0.03 overall

tweets). The largest improvement can be seen in the positive category (+0.27), but

the recognition of negative instances improved as well (+0.04). On the other hand,

the system lost 0.05 points of accuracy in the neutral category, implying the wrong

categorization of tweets due to the presence of positive or negative emoticons. Due

to the limited size of the test set, it is difficult to tell whether the larger value in

contrast to the negative set for the positive category has reasons other than the

higher frequency of positive emoticons in the test data. Nevertheless, the simple

method of extending the basic sentiment lexicon with emoticons and incorporating

it into the baseline system, has shown to produce improved results.

4.2 Naive Bayes Results

Table 2 shows the results of the accuracy measurements of the four classifiers using

the Naive Bayes algorithm as well as the two lexicon based baseline systems.

test set lex lex2 bayes1 bayes2 bayeshybrid1 bayeshybrid2

All without neutral 0.22 0.4 0.5 0.49 0.61 0.62

Positive 0.23 0.5 0.46 0.48 0.67 0.69

Negative 0.2 0.24 0.55 0.51 0.52 0.51

Table 2: Accuracy scores of naive Bayes based systems

As can be seen, the results for the standard Bayes models are rather low, with values

around the 0.5 accuracy mark. Interestingly, in both systems, detection of negative

tweets yielded the highest accuracy. Furthermore, enlarging the training data did

not seem to improve the results. Accuracy even declined, although not significantly.

Concerning the hybrid systems, scores were on average around 2 points higher. In

comparison with the lexicon based systems, the hybrid systems improved by a fair

margin. This has mainly to do with the fact that the machine learning part of the

system prevents the system to classify tweets as neutral when there is no word in

the tweet that is also present in the polarity lexicon, i.e. it circumvents the data

scarcity of the lexicon. Interestingly, the hybrid system using the classifier trained

with more data performed a little bit better here, although only marginally. Thus,
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the hybrid systems seem to produce acceptable results, whereas the standard models

only reach values that are close to randomness. Nevertheless, the accuracy values

attained by the naive Bayes classifier are still nearly double as high as the baseline

lexicon based systems (which suffer from data scarcity) and the results show that

using a machine learning classifier in complement with a fairly simple lexicon based

approach, using automatic retrieval methods, produces acceptable results.

4.3 Maximum Entropy Results

Table 3 shows the results of the accuracy measurements of the two classifiers using

the maximum Entropy algorithm as well as the two lexicon based baseline systems.

test set lex lex2 maxent maxenthybrid

All without neutral 0.22 0.4 0.44 0.65

Positive 0.23 0.5 0.1 0.59

Negative 0.2 0.24 0.95 0.72

Table 3: Accuracy scores of maximum enrtopy based systems

The basic maximum entropy system, trained on unigram features performed in the

same range as the näıve Bayes classifier, altough the accuracy scores were a little

bit lower. Especially concerning the positive category, accuracy was extremely low.

The reasons for this are unclear. Most of the test tweets were classified as negative,

reaching an accuracy score of 0.95. Overall, the performance is underwhelming,

considering the large amount of data that was used as input, implying either the

inadequacy of the training data or a classification error due to the limited amount of

input features. On the other hand, the hybrid system, a combination of the lex2 and

maxent systems, using the classification output of the machine learning algorithm

as an additional input source for the lexicon based system, performed significantly

better, reaching an overall accuracy of 0.65, similar to the naivy Bayes/lexicon hy-

brid system. Here, the low accuracy in the positive category of the standard system

is revoked, reaching an accuracy score of 0.59. Overall, the maximum entropy hy-

brid system performed better than all the other systems, even though the standard

system did not perform as well as (both) näıve Bayes standard systems. Addition-

ally, another model was trained using the maximum entropy classifier and a larger

amount of data (15’000 positive and negative tweets), but no improvement in the

accuracy resulted thereof.

22



5 Discussion

The lexicon based approaches described in this paper, utilizing a polarity lexicon

in order to classify tweets, produced results in the range of 0.6 to 0.63 accuracy for

discriminating between positive, negative and neutral tweets. Overall, considering

the simplicity of this approach, these results are in the vicinity of what was expected.

After all, these systems were implemented mainly as a baseline systems to which

to compare the machine learning systems as well as for integration/combination

with the machine learning approaches. Still, when looking at the results of the

classification when neglecting the neutral category, thus changing the taski into a

binary classification problem, it becomes clear that the lexicon based systems mainly

reached a relatively high accuracy over the three classes, due to the high number of

tweets that were classified as neutral. The reason for this is the limited extent of the

polarity lexicon that was used, i.e. in many tweets there were no words present that

were part of the lexicon. Additionally, the system would have potentially profited

of performing tokenization, since sometimes the token of a word appearing in a

tweet may have been present in the lexicon. Furthermore, additional features, such

as counting elongated words (i.e. words with one character repeated more than

two times, e.g. ’sooooo’), negation resolution (i.e. connecting negations with the

following word, thus preventing it to be counted as positive if it appears in the

lexicon) or including punctuation as a signal of increased sentimental value (e.g.

increasing the score of a positive sentiment word when it is followed by exclamation

marks) could have been used to improve the results of the lexicon based approach.

Concerning the results of the standard machine learning classifiers (naive Bayes and

maximum entropy), one has to say that the performances are not on par with the

results of other works, e.g. Bifet and Frank [2010] or Go et al. [2009], with accuracy

scores reaching barely the 0.5 threshold. The main reason for this has to be the

data that was used in order to train the models. Since the main problem of doing

sentiment analysis in German is the (in)availability of suitable data, the decision

was made to experiment with automatic data acquisition, using emoticons in order

to create a training set of positive and negative tweets, similar to the approach used

by Pak and Paroubek [2010], which produced acceptable results for English Twitter

sentiment analysis. In this case, the results imply that the training data was not
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efficient in training the classifiers, since the results are relatively low. Another

reason for the low performance may also be the test set that was used, which was

fairly limited in size (around 600 tweets excluding the neutral category). Another

reason for the poor performance of these systems may be the decision to only use

word unigrams. A number of additional features could be incorporated into these

systems, potentially improving their performance regardless of the inadequacy of the

training data. Potential features that could be used include extension of the unigram

approach to bigrams or n-grams, integration of all-caps (i.e. counting the number of

words with all characters in upper case), counting the number of elongated words,

hashtags, negation contexts, part-of-speech tags, punctuation (e.g. the number of

sequences of exclamation marks, question marks and so on) and character ngrams.

On the other hand, the results for the hybrid methods showed that this approach

may prove to be efficient, even if suitable, human annotated data for the specific

language is not available. By combining the lexicon based approach with the two

machine learning approaches, the performance of the systems was improved by a

fair margin. With accuracy values of around 0.65, these systems, still using only a

simple approach, both concerning the lexicon based approach as well as the machine

learning methods (only using unigrams as features), could potentially be further

improved by integrating additional features (as mentioned above).
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6 Conclusion

In the paper, the possibility of using automatically acquired data for training ma-

chine learning algorithms to be used in sentiment analysis of tweets was explored.

The data was acquired by crawling German language tweets and classifying them

into the two categories positive and negative, according to the presence of either

positive or negative emoticons. The machine learning algorithms were then tested

using a human annotated test set and compared to a baseline lexicon based system.

The two approaches were also combined into to hybrid system, incorporating both

lexicon lookup as well as machine learning. The results have shown that both the

lexicon based approach, as well as the two machine learning approaches did not per-

form very good on their own. In case of the lexicon based approach, the performance

was improved by incorporating emoticons into the polarity lexicon. Especially the

machine learning methods did not perform as the results of other works, using similar

algorithms, would suggest. This implies that the process of automatically acquiring

Twitter data to be used as a training set for machine learning, has to be either

improved, or is not worthwhile at all. Furthermore, the combination of the lexi-

con based and machine learning based systems yielded results approaching accuracy

values of around 0.65. These results are promising, since even though the training

data for the machine learning algorithms was suboptimal, and the lexicon based

systems perform poorly on their own, suffering from data scarcity in the lexicon,

the combination of the two methods seems to improve performance. Furthermore,

only basic features were used in the machine learning approaches, that is only the

frequency of unigrams in the tweets. By extending the feature sets by more complex

features, such as bigrams, part-of-speech tags and so on, the performance of both

the standard machine learning approaches as well as of the hybrid systems may

very well be improved further. Nevertheless, it was shown that using automatically

acquired data can be used in order to train classifiers, even though postprocessing

of the data may be necessary in order to assure the quality of the training set. Since

research on German language Twitter sentiment analysis is very limited at the cur-

rent time, especially in comparison with, for example, English, this is a first step into

expanding the possibilities of research in this area. A freely available twitter corpus

for German would go a long way to support the development of better sentiment
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analysis techniques for German and a method for building such a corpus automati-

cally would be a valuable contribution towards this goal. Even though the results of

the systems tested here may not be on par with other state-of-the-art publications,

they constitute a first step towards more complex systems, using the automatically

acquired data. In order to test this approach of automatic corpus generation, the

machine learning classifiers have to be tested with a wider range of input features,

so as to see if their performance can be improved further or if the problem lies in the

data itself. Still, the hybrid methods show promising results even with potentially

skewed data, thus further research into these methods seems to be necessary.
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